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### **About the System**

The main aim of the system is to group very similar documents and be used as recommendations for the user. The corpus used is a Dataset of songs with lyrics. It takes the input of Document id and returns the document set of similar document sets for different distance measures.

### **Data Structures Used**

Dictionaries for storing bucket lists of hash functions as key and document list as the number of documents with that hash function.

NumPy Signature Matrix - Number of columns as no. Of documents and the number of rows as number of has functions.

### **Runtime for Different Distance Measures**

Number of Documents = 50 , Number of Hash Functions = 200 , Shingles - 4 shingles

Threshold - 0.6

Optimized number of bands - 30

Jaccard - 0.2393sec

Cosine -0.2094sec

Euclidean -0.0069sec

Total Runtime - 0.8sec

### **Distances Used**

1. **Euclidean distance-** The euclidean distance between any two points(vectors) (x1,y1) and (x2,y2) is defined as sqrt((x1-x2)^2+(y1-y2)^2)
2. **Cosine distance**- In order to remove discrepancies that could arise due to the variation in the size of the query and the document vectors themselves, we use a cosine distance measure. The higher the cosine coefficient between the two vectors, the lesser is the angle between them and the more similar they are. (Lesser distance)
3. **Jaccard coefficient measure**- It is a number between 0 and 1. It is defined as the number of elements in the intersection of two sets A and B divided by the number of elements in their union. The higher the coefficient, more is the similarity. (Lesser distance)